US009152578B1

a2z United States Patent (10) Patent No.: US 9,152,578 B1
Saad et al. (45) Date of Patent: Oct. 6, 2015
(54) SECURING DATA REPLICATION, BACKUP ;,ggégg gi . légg}? I\\Ivang etal. 13/189
A s atanZon .........coeeeeeeeenes
AND MOBILITY IN CLOUD STORAGE £010.543 Bl  $2011 Armangauetal
. . . 8,095,804 Bl 1/2012 Armangau et al.
(71) Applicant: EMC Corporation, Hopkinton, MA 8.132.073 Bl 3/2012 Bowers et al.
us) 8,156,195 B2 4/2012 Hagglund et al.
8,166,314 Bl 4/2012 Raizen et al.
(72) Inventors: Yossi Saad, Ganei Tikva (IL); Assaf g%g?,ggg g} gggg ﬁrar_nangau ft al.
: . : s A 1Zen et al.
gatanz"N’" Iel AKZA(IL)é Yedidya 8381062 Bl 2/2013 Juels etal,
otan, Newton, MA (US) 8,416,954 Bl  4/2013 Raizen et al.
8,498,417 Bl 7/2013 Harwood et al.
(73) Assignee: EMC Corporation, Hopkinton, MA 2008/0148072 Al*  6/2008 Ikeuchietal. ............. 713/193
(as) 2014/0245026 Al* 82014 Bates ........ccccovevvenr 713/190
(*) Notice:  Subject to any disclaimer, the term of this FOREIGN PATENT DOCUMENTS
patent is extended or adjusted under 35
U.S.C. 154(b) by 147 days. WO WO 201310136 A2 * 7/2013
OTHER PUBLICATIONS
(21) Appl. No.: 13/795,061
Camacho, H.E.; Brambila, J.A.; Pena, A.; Vargas, JM.; “A cloud
(22) Filed: Mar. 12,2013 enviroment for backup and data storage”; Electronics, Communica-
tions and Computers (CONIELECOMP), 2014 International Confer-
51) Int.ClL ence; Year: Jan. 2014; pp. 111-117.*
(51
GO6F 21/00 (2013.01) . .
HO4L 29/06 (2006.01) cited by examiner
GO6F 12/14 2006.01
GO6F 21/55 52013 013 Primary Examiner — Andrew Nalven
GO6F 11/20 (200601) Assistant Examiner — Counney Fields
GO6F 17/30 (200601) (74) Allorney, Ag@l’ll, or Firm — BainwoodHuang
GO6F 15/173 2006.01
(52) US.Cl ( ) (57) ABSTRACT
CPC ........... GOG6F 12/1408 (2013.01); GO6F 21/55 A technique secures data in cloud storage. The technique
(2013.01); GO6F 15/173 (2013.01) involves receiving, by processing circuitry, an input/output
(58) Field of Classification Sear,ch (I/0) request which includes host data. The technique further
. . involves encrypting, by the processing circuitry, the host data
[CJIS)SC - GOOF 12/14078 1’3/(1}821: 12819/ 5;’2 6(/}2066' 25;?53 to form encrypted data and sending a block-based write trans-
g 1 """ ﬁlf ) ’ ’ hhi ’ action which includes the encrypted data to a replication
ce application lile for complete search history. storage array to store the encrypted data within the replication
. storage array. The technique further involves storing, by the
(56) References Cited processing circuitry, the host data within the production stor-
U.S. PATENT DOCUMENTS age array. The encrypted host data is stored within the repli-
o cation storage array to secure the host data which is also
7,539,746 B2 5/2009 Bankier et al. stored at the production storage array.
7,739,733 B2 6/2010 Szydlo
7,752,492 Bl 7/2010 Armangau et al. 22 Claims, 8 Drawing Sheets

LOCAL FACILITY 22(A) {E.G., PRODUCTION SITE)
SENDING ENGRYPTED DATA IN THE FORM OF
BLOCK-BASED WRITE TRANSACTIONS
TOREMOTE SITE 88(A)

I

CCOMMUNICATIONS
MEDIUM 24
I

¥

REMOTE FACILITY 22(B} (E.G., BACKUPREPLICATION SITE)
STORING ENCRYPTED DATA IN RESPONSE TO
BLOCK-BASED WRITE TRANSAGTIONS
I

HOST
COMPUTER 30(B)

- 127476 3
wl w0 HosT
DEVICE 40
‘/ 2 \< 40(B} R
REPLICATION ) REPLICATION AGENT 42(8)
APPLIANCE 228) | 50 4 APPLIANCE 32(B)
) —» /
JOURNAL JOURNAL
PROGESSOR N PROCESSOR
0(A) Jan 50B)
w, wanzm
]
.'—1 34 \ F_
N N
JOURNAL JOURNAL
STORAGE STORAGE
@ 4B

DATA STORAGE
ARRAY 36(A)

|
DATA STORAGE
ARRAY 36(B]



US 9,152,578 B1

Sheet 1 of 8

Oct. 6, 2015

U.S. Patent

[CIEPN I ©OId VJ9€ AVdHvY
I9VHOLS Vivd I9VHOLS VLvd
| |
@0 ™ - V)09

nl
wive
JOVHOLS IOVHOLS
TYNHNor TvNdnor
\|_J \|_J
ve
(g)8€ O14avd NVS {VJ8E oIdav4 NvS
BZ NYM 1VK
(gjos 74 V)0
¥OSS300ud HOSS300ud
TvNYNOr TvNdnor
<+ W_ \4
{g)2€ JONVIddY os | (VIZE IDONVIIdAY ge
(@27 INJOV NOILYOINd3d 0L NOILYOINd3Y V2P INJOV
NOILO3LO¥d NOILO3L0ud
A v
[ I ] Nmu \ [ I T |
{@ov 30IA3a / \4 WJor 30IA3a
1SOH oL oL LSOH
9. 9LIVLIZL oy
(@0t 43LNdWOD TV)OE ¥3LNdWOD
1SOH A LSOH
~— g ~— —
| 1 ,
SNOILOVSNVHL ILIMM aIsve-Mo01eg v ANIdIN (V)88 3LIS ILOWIH OL
OL ISNOdSIH NI VLVA GILdAYONT ONIHOLS SNOILVYOINNANOD SNOILOVSNVYL LIMM a3sva-o014
(3L1S NOLLYDINdId/dNMOVE “©'3) (9)22 ALITIOVH ILOWIYH 40 WHOH JHL NI V1vad d31dAYONT ONIANIS

(3LIS NOILONAO¥ “93) (VJeZ ALITIOVL TvDO01

\A

174



US 9,152,578 B1

Sheet 2 of 8

Oct. 6, 2015

U.S. Patent

¢ 9Old

96 Wv3dLS
_ _ ﬁﬂ...«.n_(._.m_s_ OaNn

Vivgol |N139VAHOLS | N1 TvNAINOr

H3LNIOd | NI 8§34AdV | NI SS3d4aav JniL®3lva | 3218 al

76 Wv3dLs
B\<._.<n_ OdNN

JOVHOLS NOYd vY.ivd
1SOH d31dAdON3 d10

26 NvId1S
l\<._.<n_<._.m_§ oda

Vivaol |N139vd0ls | NTIvVNAINOr

Y3INIOd | NI SS3MAav | NI ssayaqgy | N #3ALYVA 3zis | al

06 WvILS
7 _ | « vivaoa
S VLvd LSOH
JOVHOLS ¥O4 V1Va 3z1Is | InvA
al
1SOH QALJAYONT MaN dAVLSINIL | v1yq | 138410| @

08/0L

AP vVivad
1SOH ONISN
031dAdONT

ONISN

A VIVAVLIIN
QV a3LdAdONI



US 9,152,578 B1

Sheet 3 of 8

Oct. 6, 2015

U.S. Patent

W_/‘ ¥ ¥Z NNIAIW SNOLLYOINNAIWOD

€ OlId

%7 vIvavLiIw .
Q3LdAHONT ANV TN .
$¥T vLva LSOH / -
Q3LdA¥ONT A (VIOET LNIIMO AN
ONINIVLNOD / D01 HLIM 03ddIND3
OZNOILOVSNVEL ! (V)20T IONVI1ddVY
JLRIM a3svENoo1d NOLLYOId3Y
2y} ¥1vd LSOH (¥ALLMdS “D3)
G3LdAYONANN (VI0ZT LN39V NOILOILONd
__ONINIVINOD aNY LSOH ONIGNTONI
0¥l NOLLOVSNvAL VIZIT HOSIAYIdAH

-

9./vLicL SATN
OlHdVH901dAdD

1 dNOYD WA HOV3 Y
/| 404 SATX JIHAVHDOLdAHD
\ JLVdVd3S ONIAIACHd .
| TWIP0L ¥3ANES A3 Tvo01 |

e~y -

om\ mmm

ALIR—AM a3asva-4o001d

(A1)
WA

(O
WA

{YJ00F anO12 ALVARMd

(3L1S NOILONAOYd 34ND3S “9'F)
VJ2zZ ALMIDV4 V201




US 9,152,578 B1

Sheet 4 of 8

Oct. 6, 2015

U.S. Patent

¥ 'Old
__3OVNOLS NO P o
771 V1vd LSOH ; °
Q3LdA¥ONT “ HOSINYTdAH |
| |
09k || TE0ET INAMO AIN | |
|| HLMQ@3ddinoa ||
/| @20t IONVINddV | !
\ NOLLYDI1d3Y ;
2 Y AINO A¥IA0DTY ) _
| ! =7 9Z A
, HOSIAYIdAH v 404 TI AN )
! | vivaviaw
! | YLlva LSOH =
m ! //D
1 P S ~
[ = = om | , /_
| WA | WA “ 7 HOSIAMAAAH | |
! L I |
! i
. A\@on | / “
|| @W0r¥aAN3S | |
I
(3LIS NOWLYOMdTy | | ADILONIE 1,

ano12 2nand o 3) N A N .
{82z ALMIDVH ILONTH

OLVIRLSATIN
OIHAVHOO01dAHO

SS300V A3 ANV
NOILVYOILNIHINY
1N4s8s300Ns
ONIAIAOYd
0Z1 ¥3sn

0¢

gvl Vivav.iaw
a31dAMONT ANV
¥l vLvd LSOH
a31dAHON3
ONINIVINOD
0Z NOILOVSNVH L
J1LR-M d3svea-»o0T1d

/

O

T

V)eor
JONVINddV
J_ NOLLVOITdTY -

Nt ‘

N .

-

" (VROT ¥3aAu3s

A -

. AMTVOOT

T

(311S NOILLONAOY¥d 34ND3S “O3)
V122 ALIIDVA W00




US 9,152,578 B1

Sheet 5 of 8

Oct. 6, 2015

U.S. Patent

G 'Old

__39VHOLS NO
¥¥F VLvd LSOH
Q31dAHONS

HOSIAYIdAH

(@)0ET LNJIMTO AN
HLIM d3ddIiN03
()20l 3ONVI1ddY
NOILLYOINd3d

ano1o ondnd “93)

1

]

! 1

m !

| e “ (3LIS NOILYOId3Y
! 1

]

" “ @022 ALMIOY4 3LOWTY

' \/ﬁs:

97l vivavian
a31LdAHONT ANV
¥l v1vd LSOH
Q3LdAHONT
ONINIVLNOD
0Z NOILOVSNVYL
JLRIM a3sva-»o01d

>._ZO>NW_>OOm_m_
04 ¥L AT

V1va 1SOH /L_H_

\A 9L AN

D\ V1ivav.iaw

[0JeZ aLis aaLsnyl
J31vdvd3s (O)P0L ¥3AN3S

AT ILONWIY

<« m
SIWIZL SATM
OIHAVHDOLAAND

/ v)zor
JONVIddV
*|. NOILYONdIY -

N ’

~ .

Nl

" (V0T ¥3AN3S
AT VOO

~

-

0¢

(3LIs NOILLONAOYHd J4ND3S
V)22 ALMNIOV4 1v001

..o.mv




U.S. Patent

Oct. 6, 2015 Sheet 6 of 8

US 9,152,578 B1

200

RECEIVE AN INPUT/OUTPUT (I/O) REQUEST WHICH
INCLUDES HOST DATA

202

ENCRYPT THE HOST DATA TO FORM ENCRYPTED
DATA AND SEND A BLOCK-BASED WRITE
TRANSACTION WHICH INCLUDES THE ENCRYPTED
DATA TO A REPLICATION STORAGE ARRAY TO
STORE THE ENCRYPTED DATA WITH THE
REPLICATION SOTRAGE ARRAY

204

STORE THE HOST DATA WITHIN THE PRODUCTION
STORAGE ARRAY IN UNENCRYPTED FORM WHILE

THE ENCRYPTED DATA IS STORED IN ENCRYPTED
FORM WITHIN THE REPLICATION STORAGE ARRAY

206

FIG. 6
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300

USER ASKS TO ACCESS A POINT IN TIME IN THE CLOUD,
LLE., THE REMOTE FACILITY WHERE THE ENCRYPTED HOST
DATA IS STORED e 302

i

USER AUTHENTICATES TO OBTAIN KEYS FROM A TRUSTED
KEY SITE AN 304

i

HOST DATA KEY IS DELIVERED FROM THE TRUSTED KEY
SITE TO THE CLOUD N 306

i

USER ACCESSES THE HOST DATA FROM THE CLOUD (lL.E.,
ENCRYPTED HOST DATA IS READ FROM CLOUD STORAGE
AND DECRYPTED USING THE KEYS, AND ANY NEW DATA
THAT IS WRITTEN IS ENCRYPTED PRIOR TO WRITING)

- 308
USER PERIODICALLY RE-AUTHENTICATES TO MAINTAIN
ACCESS TO THE HOST DATA FROM THE CLOUD " 310
IF AUTHENTICATION IS VIOLATED OR IF USER DISABLES
ACCESS TO THE CLOUD, THE KEYS ARE AUTOMATICALLY
ERASED FROM THE CLOUD N 310

FIG. 7
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400

USER CONFIGURES A NEW LOCATION TO RECOVER HOST
DATA STORED IN THE CLOUD TO A POINT IN TIME, LE.,
FROM THE REMOTE FACILITY WHICH IS WHERE THE
ENCRYPTED HOST DATA IS STORED N 402

i

HOST DATA IN THE CLOUD IS ROLLED TO THE POINT IN

TIME " 404
HOST DATA KEY IS DELIVERED FROM THE TRUSTED KEY

SITE TO THE NEW LOCATION " 406
THE ENCRYPTED HOST DATA IS TRANSMITTED FROM THE

CLOUD TO THE NEW LOCATION " 408

THE HOST DATA IS DECRYPTED AT THE NEW LOCATION
USING THE HOST DATA KEY N 410

l

ACCESS TO THE PRODUCTION SITE IS RESTORED

FIG. 8
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SECURING DATA REPLICATION, BACKUP
AND MOBILITY IN CLOUD STORAGE

BACKGROUND

A company may maintain a local data storage system and
an off-premises data storage system for fault tolerance, e.g.,
for failover, for disaster recovery, etc. In such a situation, as
host computers of the company write host data to the local
data storage system, copies of that host data are saved to the
off-premises data storage system. As a result, if access to the
host data stored within the local data storage system is some-
how lost (e.g., due to a hardware or local network failure, due
to a complete failure of the corporate site, etc.), the host data
is still accessible from the off-premises data storage system.

Some data storage systems are configured to journal write
operations, i.e., to store write operations with timestamps in
journal volumes. Such operation enables the data storage
systems to roll-back the host data to earlier points in time, i.e.,
recovery points. In the above-identified conventional replica-
tion situation in which host data is stored in a local data
storage system as well as an off-premises data storage system,
both the local data storage system and the off-premises data
storage system may be equipped with this journaling/roll-
back feature.

SUMMARY

Unfortunately, there are deficiencies to the above-de-
scribed conventional replication situation in which host data
simply is stored in a local data storage system as well as an
off-premises data storage system. For example, a company
may be limited in resources and thus be unable to afford
and/or maintain an off-premises data storage system in addi-
tion to a local data storage system. Such a company could
consider hiring a third-party cloud storage service (i.e.,
remote public-cloud storage) to store a copy of its host data
but, ultimately, the company might decide against this alter-
native due to security issues. In particular, the company may
not wish to utilize the third-party cloud storage service due to
concerns over data privacy (e.g., the host data could be read
by the third-party), access control (e.g., the company would
need to rely on third-party for access control), and compli-
ance (e.g., arguably the company might come close to violat-
ing certain data protection/transfer laws involving personal
information, national security, and so on).

In contrast to the above-described conventional replication
situation in which host data simply is stored in a local data
storage system as well as an off-premises data storage system,
an improved technique is directed to encrypting host data
before it leaves to an un-trusted system. Along these lines, a
company which employs a third-party cloud storage service
may encrypt the host data and send, in the form of block-
based write transactions, only encrypted data to the third-
party cloud storage service. Accordingly, only encrypted data
leaves the company premises. As a result, the host data cannot
be read by the third-party cloud storage service. Additionally,
the company does not need to rely on the third-party cloud
storage service for access control (i.e., the company can
decide who holds the cryptographic keys). Furthermore, the
company can avoid compliance issues (e.g., personal infor-
mation is not disclosed, there are no disclosures made which
pose national security issues, etc.).

One embodiment is directed to a method of securing data in
cloud storage. The method includes receiving, by processing
circuitry, an input/output (I/O) request which includes host
data. The method further includes encrypting, by the process-
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2

ing circuitry, the host data to form encrypted data and sending
a block-based write transaction which includes the encrypted
data to a replication storage array to store the encrypted data
within the replication storage array. The method further
includes storing, by the processing circuitry, the host data
within the production storage array. The encrypted data is
thus stored within the replication storage array to secure the
host data which is also stored at the production storage array.

It should be understood that, unlike file-based storage, the
1/O requests including the host data may be block-based
instructions such as small computer system interface (SCSI)
commands. Such an instruction does not reference a file sys-
tem hierarchy via file attributes such as a path, a filename, etc.
Rather, such an instruction typically includes a device iden-
tifier (or ID), an offset value, and a data size to identify
particular host data. The offset is generally block aligned
(e.g., aligned to a 512 byte block).

It should be understood that a host data key is used by the
processing circuitry to encrypt the host data. In some arrange-
ments, copies of host data keys to encrypt/decrypt the host
data are stored in memory which is located remotely from the
production storage array. That is, the host data keys are stored
in at least two separate places, e.g., () by a key manager at the
production storage array and (ii) by a replica of the key
manager at either the replication site or a trusted site. Storage
of such copies in the replica of the key manager protects
against data loss if the host data keys are inadvertently lost or
destroyed at the production storage array.

In some arrangements, each of the storage arrays is con-
structed and arranged to store metadata (along with the host
data itself) in a respective journal log. In certain arrange-
ments, the metadata is encrypted/decrypted using metadata
keys which are different than the host data keys. Along these
lines, encrypted metadata may be sent with the host data from
the production storage array to the replication storage array.
The metadata keys are available at the replication storage
array to decrypt the metadata, but the host data keys may not
be present at the replication storage array (thus preventing
decryption of the host data at the replication storage array).

It should be understood that these arrangements enable
host data recovery to be performed at a variety of locations.
For example, the encrypted data may be sent from the repli-
cation storage array back to the production storage array to
recover the host data at the production storage array (i.e.,
since the production storage array already possesses the keys,
the production storage array simply decrypts and recovers the
encrypted host data received from the replication storage
array). Alternatively, the encrypted data and the keys may be
sent to a cloud recovery site to recover the host data at the
cloud recover site (e.g., disaster recovery).

Moreover, some arrangements involve user authentication.
Along these lines, a user (e.g., an administrator) may authen-
ticate with the replication storage array and direct recovery to
take place at the replication storage array. In particular, the
user may provision the replication storage array with the host
data keys and then decrypt the encrypted data using those
keys in order to access the host data from the replication
storage array.

In some arrangements, the user is able to provide the rep-
lication storage array with a lockout command that later
deletes the host data keys from the replication storage array
thus preventing further access to the host data at the replica-
tion storage array (e.g., bring the host data keys to the cloud
only during disaster recovery and erase the host data keys
from the cloud when not performing disaster recovery). In
some arrangements, the user is required to periodically re-
authenticate with the replication storage array to maintain
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host data access and/or to continue the host data recovery
process (e.g., delete the host data keys from the cloud if the
user does not successfully re-authenticate). In some arrange-
ments, the host data keys are periodically replaced with new
host data keys (e.g., by a key manager/server) to rapidly shift
keys which are used to further secure the host data (i.e., all of
the host data keys are needed to completely recover the host
data). It should be understood that a key manager is a host
which securely holds keys and allows key access only to
authorized entities.

It should be understood that, in the cloud context, the
various circuitry is formed by remote computer resources
distributed over a network. Such a computing environment is
capable of providing certain advantages such as enhanced
fault tolerance, load balancing, processing flexibility, etc.

Other embodiments are directed to electronic systems and
apparatus, processing circuits, computer program products,
and so on. Some embodiments are directed to various meth-
ods, electronic components and circuitry which are involved
in securing data in cloud storage.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing and other objects, features and advantages
will be apparent from the following description of particular
embodiments of the present disclosure, as illustrated in the
accompanying drawings in which like reference characters
refer to the same parts throughout the different views. The
drawings are not necessarily to scale, emphasis instead being
placed upon illustrating the principles of various embodi-
ments of the present disclosure.

FIG. 1 is a block diagram of an electronic environment
which is configured for secure data replication, backup and
mobility in cloud storage.

FIG. 2 is a block diagram of a journal log including a write
transaction.

FIG. 3 is a block diagram illustrating particular details of a
virtual private cloud configuration which is suitable for part
of the electronic environment of FIG. 1.

FIG. 4 is a block diagram illustrating activity between
certain components of the electronic environment of FIG. 1 in
accordance with a particular embodiment.

FIG. 5 is a block diagram illustrating activity between
certain components of the electronic environment of FIG. 1 in
accordance with another embodiment.

FIG. 6 is a flowchart of a procedure which is performed by
the electronic environment of FIG. 1 when securing host data
in cloud storage.

FIG. 7 is a flowchart of a procedure which is performed by
the electronic environment to recover host data to a point in
time from the cloud.

FIG. 8 is a flowchart of a procedure which is performed by
the electronic environment to recover host data to a point in
time from the cloud to a new location.

DETAILED DESCRIPTION
Overview

Improved techniques are directed to securing data replica-
tion, backup and mobility in cloud storage. Such techniques
involve encrypting host data before it leaves secure premises
(e.g., aprivate SAN, a virtual private cloud, etc.). Along these
lines, a company which employs a third-party cloud storage
service (e.g., remote public-cloud storage) may encrypt host
data and send, in the form of block-based write transactions,
only the encrypted data to the third-party cloud storage ser-
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vice. Accordingly, only encrypted data leaves the company
premises. As a result, the host data cannot be read by the
third-party cloud storage service. Additionally, the company
does not need to rely on the third-party cloud storage service
for access control (i.e., the company can decide who holds the
keys). Furthermore, the company can avoid compliance
issues (e.g., personal information is not disclosed, there are
no disclosures made which pose national security issues, and
SO on).

FIG. 1 shows an electronic environment 20 which is suit-
able for secure host data replication, backup and mobility in
cloud storage. The electronic environment 20 includes a local
facility 22(A), a remote facility 22(B), and a communications
medium 24 disposed between the local and remote facilities
22(A), 22(B) (collectively, data storage facilities 22).

During normal operation, the local facility 22(A) operates
as a production site or source side of the electronic environ-
ment 20, while the remote facility 22(B) operates as a backup/
replica site or destination side of the electronic environment
20. As the backup site, the remote facility 22(B) is responsible
for replicating production site host data (i.e., “storage in the
cloud” for replication, backup and mobility). Additionally,
the remote facility 22(B) enables roll back of the production
site host data to an earlier pointing time. Accordingly, the
remote facility 22(B) enables the production site host data to
be recovered in the event of data corruption or a disaster, or
alternatively in order to view or to access host data from an
earlier point in time.

It should be understood that the electronic environment 20
is suitable for host data replication of either physical or virtual
logical units (L.Us). In the context of a virtual environment, a
hypervisor is capable of consuming logical units and gener-
ating a distributed file system on the logical units. For
example, a virtual machine file system (VMEFES) is capable of
creating files and exposing the files as logical units to virtual
machines where each virtual machine disk (VMDK) is seen
as a small computer system interface (SCSI) device by virtual
hosts. As another example, a hypervisor is capable of con-
suming a network based file system and exposing files in the
network based file system as SCSI devices to virtual hosts.

Normally, the replication direction of host data is from the
local facility 22(A) (i.e., the production site or the source side
of'the electronic environment 20) to the remote facility 22(B)
(i.e., the backup/replication site or the destination side of the
electronic environment 20). However, a user may reverse the
replication direction so that host data flows from the remote
facility 22(B) to the local facility 22(A) where the remote
facility 22(B) operates as the production site or source side
and the local facility 22(A) operates as the backup site or
destination side. Such change of replication direction is
referred to as a “failover”. A failover may be performed in the
event of a disaster at the production site, or for other reasons.
In some data architectures, either facility 22 behaves as a
production site for a portion of stored host data, and behaves
simultaneously as a backup site for another portion of stored
host data. In some data architectures, a portion of stored host
data is replicated to a backup site, and another portion is not.

It should be understood that there is no distance require-
ment between the local facility 22(A) and the remote facility
22(B). Rather, the facilities 22(A), 22(B) are designated local
and remote simply to indicate that they reside within separate
zones, e.g., a trusted zone for the local facility 22(A) and
another zone (e.g., “the public cloud”) for the remote facility
22(B) separated by the communications medium 24. Along
these lines, the facilities 22 may be physically remote from
one another, or they may both be situated physically at a
common site, local to one another. Local data protection has
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the advantage of minimizing data lag between source and
destination, and remote data protection has the advantage is
being robust in the event that a disaster occurs at the source
side. Since the copy of the host data at the remote facility
22(B) is encrypted, the issue of regulatory restrictions on the
location of the host data is essentially removed, i.e., the host
data can be stored anywhere since the encrypted copy of the
host data is unreadable.

It should be further understood that the communications
medium 24 is constructed and arranged to convey electronic
signals 26 between the facilities 22 (e.g., see the double arrow
26). At least a portion of the communications medium 24 is
illustrated as a cloud to indicate that the communications
medium 24 is capable of having a variety of different topolo-
gies including backbone, hub-and-spoke, loop, irregular,
combinations thereof, and so on. Along these lines, the com-
munications medium 24 may include copper-based data com-
munications devices and cabling, fiber optic devices and
cabling, wireless devices, combinations thereof, etc. Further-
more, the communications medium 24 is capable of support-
ing LAN-based communications, SAN-based communica-
tions, combinations thereof, etc. By way of example, the
facilities 22 communicate via a wide area network (WAN) 28,
although other types of networks may be used.

Each facility 22 includes a host computer (or simply host)
30, a replication appliance 32, journal storage 34, a data
storage array 36, and a storage area network (SAN) fabric (or
medium) 38. Each host computer 30 includes at least one host
device 40 and a protection agent 42 (sometimes referred to as
a splitter). Each replication appliance 32 includes a journal
processor 50. In some arrangements, the journal storage 34 is
integrated with the data storage array 36. Additionally, in
some arrangements, the protection agent 42 resides in a loca-
tion other than the host computer 30, e.g., within the SAN
fabric 38, within the replication appliance 32, within the data
storage array 36, and so on.

Furthermore, it should be understood that one or more of
the components of the facility 22 may be implemented in the
form of code running in a virtual environment. For example,
the protection agent 42 may be implemented at a hypervisor
level. Also, the replication appliance 32 may be implemented
asamodule ofthe data storage array 36 or as a virtual machine
running on actual hardware (i.e., code executing on process-
ing circuitry).

In particular, the local facility 22(A) includes a host com-
puter 30(A), a replication appliance 32(A), journal storage
34(A), adata storage array 36(A), and SAN fabric 38(A). The
host computer 30(A) includes a host device 40(A) and a
protection agent 42(A). Additionally, the replication appli-
ance 32(A) includes a journal processor 50(A).

Likewise, the remote facility 22(B) includes a host com-
puter 30(B), a replication appliance 32(B), journal storage
34(B), and a data storage array 36(B), and SAN fabric 38(B).
The host computer 30(B) includes a host device 40(B) and a
protection agent 42(B). Additionally, the replication appli-
ance 32(B) includes a journal processor 50(B).

It should be understood that generally each SAN fabric 38
connects block-based devices which are referred to as
“nodes”. A node in a SAN may be an “initiator” or a “target”,
or both. An initiator node is a device that is able to initiate
requests to one or more other devices; and a target node is a
device that is able to reply to requests, such as SCSI com-
mands, sent by an initiator node. A SAN may also include
network switches, such as fiber channel switches.

The communications links of the SAN fabric 38 between
each host computer 30 and its corresponding data storage
array 36 may be any appropriate medium suitable for data
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transfer, such as fiber communication channel links, or IP
communications (iSCSI). Furthermore, each host computer
30 communicates with its corresponding data storage array
36 using block-based I/O requests such as SCSI commands.
Such I/O requests typically comply with a specific set of
block-based protocols which involves, among other things, a
device ID, an offset value, and a data size to identify particular
host data.

Each data storage array 36 includes physical storage units
for storing data, such as flash memory drives and/or magnetic
disks. This storage is presented by the array 36 as one or more
logical units (LUs). That is, the array 36 exposes one or more
LUs to which 1/O requests are issued (e.g., SCSI commands
in accordance with the well-know I-T-L or initiator-target-LU
nexus). Thus, the arrays 36 are SAN entities that provide
multiple logical units for access by multiple SAN initiators.

Each LU may be a physical logical unit or a virtual logical
unit, and may be identified by a unique logical unit number
(LUN). As shown in FIG. 1 and by way of example, the data
storage array 36(A) exposes a LU 60(A). Similarly, the data
storage array 36(B) exposes a LU 60(B). LU 60(B) is used for
replicating LU 60(A). As such, LU 60(B) is generated as a
copy of LU 60(A). In one embodiment, LU 60(B) is config-
ured so that its size is identical to the size of LU 60(A). Thus,
for LU 60(A), the data storage array 36(B) serves as a backup
for the data storage array 36(A). Alternatively, some logical
units of the data storage array 36(B) may be used to back up
logical units of the data storage array 36(A), and other logical
units of the data storage array 36(B) may be used for other
purposes. Moreover, there may be symmetric replication
whereby some logical units of the data storage array 36(A) are
used for replicating logical units of the data storage array
36(B), and other logical units of the data storage array 36(B)
are used for replicating other logical units of data storage
array 36(A).

Each data storage array 36 is shown as having at least one
host 30. It should be understood that the host 30 may be one
computer, a plurality (or cluster) of computers, or a network
of distributed computers. Each computer may include inter
alia a conventional CPU, volatile and non-volatile memory, a
data bus, an I/O interface, a display interface, a network
interface, etc. Generally a host 30 runs at least one data
processing application, such as a database application, an
e-mail server, and so on.

Generally, an operating system of a host 30 creates a cor-
responding host device 40 for each logical unit exposed by the
data storage array 36 in the host computer SAN. That is, each
host device 40 is a logical entity in a host 30 through which
access is made to a logical unit. Along these lines, the host
30(A) identifies LU 60(A) and generates a corresponding
host device 40(A) through which it can access LU 60(A).
Similarly, the host 30(B) identifies LU 60(B) and generates a
corresponding host device 40(B) through which it can access
LU 60(B).

In the course of continuous operation, the host 30(A) is a
SAN initiator that issues /O requests (write/read operations)
through the host device 40(A) to the LU 60(A) using, for
example, SCSI commands. Such block-based /O requests
are generally transmitted to the LU 60(A) with an address that
includes a specific device identifier, an offset within the
device, and a data size. Offsets are generally aligned to 512
byte blocks. The average size of a write operation issued by
the host computer 30(A) may be, for example, ten (10) kilo-
bytes (KB); i.e., 20 blocks. For an I/O rate of 50 megabytes
(MB) per second, this corresponds to approximately 5,000
block-based write transactions per second.
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The electronic environment 20 includes two replication
appliances 32, i.e., a source side replication appliance 32(A)
and a destination side replication appliance 32(B). Each rep-
lication appliance 32 performs various data protection ser-
vices, such as data replication of a source side host data, and
journaling of I/O requests issued by a host 30 to the source
side host data. As explained in detail herein, the production
side replication appliance 32(A) encrypts host data prior to
sending the encrypted host data to the destination side repli-
cation applicants 32(B). As further explained in detail herein,
when acting as a destination side replication appliance 32(B),
the replication appliance 32(B) may also enable roll back of
host data to an earlier point in time, and processing of rolled
back host data at the destination side.

Each replication appliance 32 is a computer that includes
inter alia one or more conventional CPUs and internal
memory. In some arrangements, each replication appliance
32 is a cluster of such computers for additional safety/precau-
tion. Use of a cluster ensures that if a particular replication
appliance computer of the cluster is down, then the replica-
tion appliance functionality switches over to another com-
puter of the cluster. The replication appliance computers
within a replication appliance cluster communicate with one
another using at least one communication link suitable for
data transfer via fiber channel or IP based protocols, or other
suitable transfer protocol. One replication appliance com-
puter from the replication appliance cluster serves as the
replication appliance leader. The replication appliance cluster
leader coordinates between the computers in the cluster, and
may also perform other tasks that require coordination
between the computers, such as load balancing.

In the electronic environment 20, the replication appliance
32(A) and the replication appliance 32(B) may be standalone
devices integrated within a SAN. Alternatively, the replica-
tion appliances 32(A), 32(B) may be integrated into the data
storage arrays 36(A), 36(B), respectively, or integrated into
the hosts 30(A), 30(B), respectively. In yet other arrange-
ments, the replication appliances 32(A), 32(B) are virtualized
(e.g., run in dedicated virtual machines on respective virtual-
ization platforms). Both replication appliances 32(A), 32(B)
may communicate with their respective hosts 30(A), 30(B)
through communication lines such as fiber channels using, for
example, SCSI commands or another protocol.

The replication appliances 32 are configured to act as ini-
tiators in the SAN; i.e., they can issue /O requests using, for
example, SCSI commands, to access logical units on their
respective data storage arrays 36. The replication appliances
32 are also configured with the necessary functionality to act
as targets; i.e., to reply to /O requests, such as SCSI com-
mands, issued by other initiators in the SAN, including inter
alia their respective hosts 30. Being target nodes, the replica-
tion appliances 32 may dynamically expose or remove one or
more logical units.

As described hereinabove, each facility 22 may behave
simultaneously as a production site and a backup site for
different logical units. As such, each replication appliance 32
may behave as a source replication appliance for some logical
units, and as a destination replication appliance for other
logical units, at the same time.

The hosts 30(A), 30(B) include protection agents 42(A),
42(B), respectively. The protection agents 42(A), 42(B) inter-
cept SCSI commands issued by their respective hosts 30(A),
30(B) via the host devices 40(A), 40(B) to logical units that
are accessible to the hosts 30(A), 30(B). A protection agent 42
may act on an intercepted SCSI command issued to a logical
unit, in one of the following ways: send the SCSI command to
its intended logical unit; redirect the SCSI command to
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another logical unit; split the SCSI command by sending it
first to the respective replication appliance 32 and after that
replication appliance 32 returns an acknowledgement, send
the SCSI command to its intended logical unit; fail the SCSI
command by returning an error return code; and delay the
SCSI command by not returning an acknowledgement to the
respective host 30.

A protection agent 42 may handle different SCSI com-
mands, differently, according to the type of the command. For
example, a SCSI command inquiring about the size of a
certain logical unit may be sent directly to that logical unit,
while a SCSI write command may be split and sent first to a
replication appliance associated with the protection agent 42.
A protection agent 42 may also change its behavior for han-
dling SCSI commands, for example as a result of an instruc-
tion received from the replication appliance 32.

Specifically, the behavior of a protection agent 42 for a
certain host device 40 generally corresponds to the behavior
of'its associated replication appliance 32 with respect to the
logical unit of the host device 40. When a replication appli-
ance 32 behaves as a source side replication appliance for a
certain logical unit, then during the normal course of opera-
tion, the associated protection agent splits I[/O requests issued
by ahost 30 to the host device 40 corresponding to that logical
unit. Similarly, when a replication appliance 32 behaves as a
destination side replication appliance 32 for a certain logical
unit, then during normal course of operation, the associated
protection agent 42 fails I/O requests issued by host 30 to the
host device 40 corresponding to that logical unit.

Communication between the protection agents 42 and their
respective replication appliances 32 may use any protocol
suitable for data transfer within a SAN, such as fiber channel,
or SCSI over fiber channel, or iSCSI for IP-based SANs. The
communication may be direct, or via alogical unit exposed by
the replication appliance 32. The protection agents 42 com-
municate with their respective replication appliances 32 by
sending SCSI commands over fiber channel.

The protection agents 42(A), 42(B) may take the form of
drivers located in their respective host computers 30(A),
30(B). Alternatively, each protection agent 42 may also be
located in a fiber channel switch, or in any other device
situated in a data path between a host 30 and a data storage
array 36 or on the data storage array 36 itself. In a virtualized
environment, the protection agent 42 may run at the hypervi-
sor layer or in a virtual machine providing a virtualization
layer.

As will be described in further detail below, a corporate
entity may have full control over security of the local facility
22(A). For example, the local facility 22(A) may physically
reside within a building, complex, or campus that is secure
against physical intrusion. Furthermore, the local facility
22(A) may be protected against electronic intrusion via
appropriate security equipment running various protocols
(e.g., firewalls, gateways, etc.). Accordingly, the local facility
22(A) may be viewed as a trusted zone, and the host data
transmitted and stored within the local facility 22(A) need not
be encrypted (although the host data may be encrypted within
the local facility 22(A) as precaution nevertheless).

However, the corporate entity may not have full control
over security of the remote facility 22(B). For example, a
third-party cloud storage service may operate the remote
facility 22(B). In such a situation, the corporate entity which
operates the local facility 22(A) may wish to prevent the
third-party cloud storage service from being able to read the
host data (at least under normal circumstances). Accordingly,
before the local facility 22(A) sends a copy of host data to the
remote facility 22(B), the local facility 22(A) encrypts the
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host data to form encrypted host data, and sends the encrypted
host data to the remote facility 22(B) without allowing the
unencrypted host data to leave the local facility 22(A). As a
result, the remote facility 22(B) stores a full encrypted copy of
the host data for robust and reliable disaster and/or opera-
tional recovery.

Since only the encrypted host data leaves the local facility
22(A), the host data cannot be read by another entity operat-
ing the remote facility 22(B) such as a third-party cloud
storage service. Additionally, the corporate entity does not
need to rely on the third-party cloud storage service for access
control since the corporate entity does not need to share the
keys used to encrypt the host data with the third-party cloud
storage service. Furthermore, the corporate entity can avoid
compliance issues since, if the host data contains personal
information, no personal information is disclosed. Also, if the
host data contains information that poses national security
issues, there are no disclosures made of that information, and
so on. Particular details of behavior of the electronic environ-
ment 20 under normal production mode and under recovery
mode will now be provided.

Production Mode Details

In normal production mode, the replication appliance
32(A) acts as a source side replication appliance for the LU
60(A). Thus, the protection agent 42(A) is configured to act as
a source side protection agent; i.e., as a splitter for the host
device 40(A). Specifically, the protection agent 42(A) repli-
cates SCSI write commands. Along these lines, in response to
a SCSI write command, the protection agent 42(A) sends a
replicated SCSI write command to the replication appliance
32(A). After receiving an acknowledgement from the repli-
cation appliance 32(A), the protection agent 42(A) sends the
SCSI write command to the LU 60(A) of the data storage
array 36(A). After receiving a second acknowledgement from
the data storage array 36(A), the host 30(A) acknowledges
completion of the SCSI write command.

It should be understood that, when the replication appli-
ance 32(A)receives the replicated SCSI write command from
the protection agent 42(A), the replication appliance 32(A)
encrypts the host data within the write request and then pack-
ages the encrypted host data and the write request as a block-
based write transaction 70. The replication appliance 32(A)
then sends the block-based write transaction 70, over the
communications medium 24 (see the WAN 28 in FIG. 1), to
the replication appliance 32(B) on the destination side for
journaling and for incorporation within the data storage array
36(B). To this end, the replication appliance 32(A) is provi-
sioned with a set of cryptographic keys 72 to generate
encrypted host data from the originally unencrypted host
data. In some arrangements, the set of cryptographic keys 72
includes a host data key 74 to encrypt the host data, as well as
a metadata key 76 to encrypt metadata associated with the
host data for journaling/recovery purposes. The set of cryp-
tographic keys 72 are kept in volatile memory at the replica-
tion appliance 32(A), and are supplied by a key manager,
which stores the set of keys 72 securely in non-volatile
memory.

It should be understood that a key exchange protocol
allows the replication appliance 32(A) to retrieve keys from
the key manager. A suitable mechanism for managing access
to the set of keys 72 is RSA® Key Manager which is provided
by EMC Corporation of Hopkinton, Mass.

The replication appliance 32(A) may send the block-based
write transactions 70 to the replication appliance 32(B) using
a variety of modes of transmission, including inter alia (i) a
synchronous mode, (ii) an asynchronous mode, and (iii) a
snapshot mode. In synchronous mode, the replication appli-
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ance 32(A) sends each block-based write transaction 70 to the
replication appliance 32(B), receives back an acknowledge-
ment from the replication appliance 32(B) and, in turn, sends
an acknowledgement back to the protection agent 42(A). The
protection agent 42(A) waits until receipt of such acknowl-
edgement before sending the SCSI write command to the LU
60(A).

In asynchronous mode, the replication appliance 32(A)
sends an acknowledgement to the protection agent 42(A)
upon receipt of each replicated SCSI write command, before
receiving an acknowledgement back from the replication
appliance 32(B).

In snapshot mode, the replication appliance 32(A) receives
several SCSI write commands and combines them into an
aggregate “snapshot” of all write activity identified in the
several SCSI write commands and sends, as a block-back
write transaction 70, the snapshot to the replication appliance
32(B), for journaling and for incorporation in the data storage
array 36(B). In snapshot mode, the replication appliance
32(A) also sends an acknowledgement to the protection agent
42(A) upon receipt of each SCSI write command, before
receiving an acknowledgement back from the replication
appliance 32(B).

For the sake of clarity, the ensuing discussion assumes that
the block-based write transactions 70, which include
encrypted host data, are transmitted at write-by-write granu-
larity. It should nevertheless be appreciated that this block-
based write information is capable of being transmitted in the
aggregate as described above, i.e., as aggregate snapshots.

As mentioned earlier, the host data within the block-based
write transactions 70 sent from the replication appliance
32(A) to the replication appliance 32(B) is encrypted. That is,
the journal processor 50(A) of the replication appliance
32(A) maintains the set of cryptographic keys 72 and encrypts
the host data and sends only the encrypted data within the
block-based write transactions 70 to the replication appliance
32(B). Accordingly, no unencrypted host data leaves the local
facility 22(A).

While in production mode, the replication appliance 32(B)
receives block-based write transactions 70 containing the
encrypted host data from the replication appliance 32(A), and
performs journaling and writing to storage within the remote
facility 22(B). In particular, the block-based write transac-
tions 70 are received as SCSI write operations and processed
by the replication appliance 32(B) in a routine manner. Along
these lines, the replication appliance 32(B) possesses the
metadata key 76 to properly decrypt the metadata associated
with the host data and then acts as a SCSI initiator, and sends
SCSI commands containing the encrypted host data to the LU
60(B). Additionally, the replication appliance 32(B) updates
the journal storage 34(B) to enable subsequent restoration of
the data storage array 36(B) to states earlier in time. In some
arrangements, the replication appliance 32(B) first writes to
the journal storage 34(B), and then writes to the LU 60(B).
Recovery Mode Details

During recovery mode, the replication appliance 32(B)
undoes the write transactions in the journal storage 34(B) so
as to restore the data storage array 36(B) to a state it was at, at
an earlier time.

Recall that the LU 60(B) was described above as being
used as a backup of the LU 60(A). As such, during normal
production mode, while data written to the LU 60(A) by host
30(A) is replicated from the LU 60(A) to the LU 60(B), the
host 30(B) should not be sending /O requests to the LU
60(B). To prevent such I/O requests from reaching the LU60
(B), the protection agent 42(B) acts as a destination side
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protection agent for the host device 40(B) and fails I/O
requests sent from the host 30(B) to the LU 60(B) through the
host device 40(B).

The journal storage 34(B) maintains a history of block-
based write transactions 70 made to the LU 60(B), referred to
as a journal log or simply journal. In some arrangements, the
journal storage 34(B) is integrated with the data storage array
36(B), e.g., the journal is striped over several logical units, or
may reside within all of or a portion of another logical unit
within the data storage array 36(B). As mentioned earlier, the
replication appliance 32(B) includes a journal processor
50(B) which manages the journal.

Along these lines, the journal processor 50(B) manages
journal entries of the LU 60(B). Specifically, the journal
processor 50(B) processes the block-based write transactions
70 using a multi-step procedure. That is, when the replication
appliance 32(B) receives a block-based write transaction 70
from the replication appliance 32(A), the journal processor
50(B) (1) writes the block-based write transaction 70 into the
journal storage 34(B), (ii) reads undo information for the
transaction from the LU 60(B) (i.e., host data to be overwrit-
ten), (iii) updates the journal storage 34(B) with the undo
information, (iv) applies the block-based write transaction 70
from the journal storage 34(B) to the LU 60(B), and (v)
removes the block-based write transaction 70 from the jour-
nal storage 34(B).

Recall that, as mentioned above, all of the host data that is
stored at the remote facility 22(B) has been previously
encrypted at the local facility 22(A). Accordingly, the host
data remains protected while at the remote facility 22(B).

FIG. 2 shows a suitable format 80 for a block-based write
transaction 70 which has been received by the replication
appliance 32(B) (see left side of FIG. 2), and has been entered
into the journal storage 34(B) (see right side of FIG. 2). The
journal processor 50(B) may access the entered block-based
write transactions 70 from the journal storage 34(B) to
recover data of the LU 60(B) at any specified point in time. In
particular, since the journal storage 34(B) contains the undo
information necessary to roll back storage system 120, host
data that was stored in specific memory locations at a speci-
fied point in time may be obtained by undoing block-based
write transactions 70 that occurred after that time.

It should be understood that, although the metadata and the
host data arrive within the block-based write transactions 70,
the metadata and the host data were encrypted using different
keys. In particular, the metadata was encrypted using a meta-
data key, and the replication appliance 32(B) has a copy of the
metadata key to properly decrypt and process the metadata.
However, the host data was encrypted using a host data key
and the replication appliance 32(B) does not have a copy of
the host data key thus preserving security of the host data.

Generally, the format 80 for the block-based write trans-
action 70 includes the following fields: a device (or volume)
identifier; a time stamp, which is the date & time at which the
transaction was received by source side replication appliance
32(A); a write size, which is the size of the data block; a
location in the journal of the journal storage 34(B) where the
host data is entered; a location in the LU 60(B) where the host
data is to be written; and the host data itself.

The block-based write transaction 70 is transmitted from
the source side replication appliance 32(A) to the destination
side replication appliance 32(B). As shown in FIG. 2, the
replication appliance 32(B) records the block-based write
transaction 70 in the journal storage 34(B) via four streams. A
first stream, referred to as a DO data stream (or simply DO
stream) 90, includes new host data for writing in the LU
60(B). A second stream, referred to as an DO METADATA
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stream 92, includes metadata for the write transaction, such as
an identifier, a date & time, a write size, a beginning address
in the LU 60(B) for writing the new host data in, and a pointer
to the offset in the DO stream 90 where the corresponding
host data is located. Similarly, a third stream, referred to as an
UNDO stream 94, includes old host data that was overwritten
in the LU 60(B); and a fourth stream, referred to as an UNDO
METADATA stream 96, includes an identifier, a date & time,
a write size, a beginning address in the LU 60(B) where host
data was written, and a pointer to the offset in the UNDO
stream 94 where the corresponding old host data is located.

In practice each of the four streams 90, 92, 94, 96 holds a
plurality of write transaction data. As block-based write trans-
actions 70 are received dynamically by the destination side
replication appliance 32(B), they are recorded at the end of
the DO stream 90 and the end of the DO METADATA stream
92, prior to committing the transactions 70. During transac-
tion application, when the various write transactions 70 are
applied to the LU 60(B), prior to writing the new DO data into
addresses within the data storage array 36(B) (also see FIG.
1), the older host data currently located in such addresses is
recorded into the UNDO stream 94. In some examples, a
metadata stream (e.g., UNDO METADATA stream 96 or the
DO METADATA stream 92) and a host data stream (e.g.,
UNDO stream 94 or DO stream 90) may be kept in a single
stream each (i.e., one UNDO data and UNDO METADATA
stream and one DO data and DO METADATA stream) by
interleaving the metadata into the data stream.

A description of similar journaling techniques is provide in
U.S. Pat. No. 7,516,287, entitled “METHODS AND APPA-
RATUS FOR OPTIMAL JOURNALING FOR CONTINU-
OUS DATA REPLICATION?”, the entire contents and teach-
ings of which are hereby incorporated by reference.

It should be understood that the host data residing in the LU
60(B) as well as the journal storage 34(B) (see FIG. 2)
remains encrypted and a copy of the host data key 74 is not
present at the remote facility 22(B) (although a copy of the
host data key 72 may be maintained at a separate location for
safekeeping). Accordingly, privacy/security of the host data
remains protected. As a result, if a third-party operates the
remote facility 22(B), the third-party is unable to access the
host data. In some arrangements, the metadata in the metadata
streams 92, 96 remains encrypted by the metadata key 76
(e.g., when at rest and not in use) even though the metadata
key 76 is available at the replica site.

Virtualization Arrangements

FIG. 3 shows particular details of a local facility 22(A)
which uses a private cloud configuration. In particular, the
local facility 22(A) includes a virtual private cloud 100(A), a
replication appliance 102(A), and a local key server 104(A)
which communicate over a network. The virtual private cloud
100(A) includes a virtualization platform 110(A) to provide a
virtualization environment, namely, a hypervisor 112(A) and
a set of virtual machines 114(A)(1), 114(A)(2), . . . (collec-
tively, VMs 114(A)). The hypervisor 112(A) is equipped with
a protection agent 120(A) (i.e., a splitter). The replication
appliance 102(A) is equipped with a local key client 130(A).

In some arrangements, the replication appliance 102(A)
and/or the local key server 104(A) are virtualized, i.e., run as
virtual machines on a hypervisor. This detail is illustrated in
FIG. 3 by the dashed clouds around the replication appliance
102(A) and the local key server 104(A).

Certain details of the local facility 22(A) are omitted from
FIG. 3 for simplicity such as the underlying physical storage.
However, it should be understood that a data storage array
including storage processing circuitry and storage units exist
within the local facility 22(A) to ultimately support operation
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of'the virtualization environment (e.g., the virtualization plat-
form 110(A) may be formed by one or more of the hardware
components shown in FIG. 1).

In terms of actual physical hardware, the processing cir-
cuitry which provides all or parts of the local facility 22(A) is
constructed and arranged to operate in accordance with the
various software constructs stored in memory. Such circuitry
may be implemented in a variety of ways including via one or
more processors (or cores) running specialized software,
application specific ICs (ASICs), field programmable gate
arrays (FPGAs) and associated programs, discrete compo-
nents, analog circuits, other hardware circuitry, combinations
thereof, and so on. In the context of one or more processors
executing software, a computer program product 136 is
capable of delivering all or portions of the software to the
memory. The computer program product 136 has a non-tran-
sitory (or non-volatile) computer readable medium which
stores a set of instructions which controls one or more opera-
tions of the local facility 22(A). Examples of suitable com-
puter readable storage media include tangible articles of
manufacture and apparatus which store instructions in a non-
volatile manner such as CD-ROM, flash memory, disk
memory, tape memory, and the like.

The VMs 114(A) of the virtualization platform 110(A) are
configured to run host applications to perform useful work.
Such host applications may include enterprise-style applica-
tions such as database, SQL, email applications, and other
transactional and/or customer applications that can operate at
a block level. The hypervisor 112(A), perhaps in response to
control parameters from a control VM 114(A), provides
access to various virtualized resources including virtual stor-
age devices backed by actual physical storage devices (see the
data storage array 36(A) in FIG. 1). Recall that some of the
actual storage hardware is purposefully omitted in FIG. 3 for
simplicity. In some arrangements, the virtual storage devices
and the hypervisor 112(A) share the same physical appliance.

The local key client 130(A) of the replication appliance
102(A) obtains a set of cryptographic keys 72 from the local
key server 104(A). The set of cryptographic keys 72 includes
ahost data key 74 to encrypt host data 140, and a metadata key
76 to encrypt metadata associated with the host data.

During operation, suppose that at VM 114(A) issues an IO
request to write host data 140. In response to the IO request,
the protection agent 120(A) sends a block-based write
instruction 140 (e.g., a SCSI write command) containing host
data 142 to the replication appliance 102(A). It should be
understood that the host data 142 is unencrypted since it is
moving within the local facility 22(A), i.e., a trusted site.

Upon receipt of the block-based write instruction 140 con-
taining the unencrypted host data 142, the replication appli-
ance 102(A) encrypts the host data 142 using the host datakey
74 to form encrypted host data 144, and encrypts metadata
using the metadata key 76 to form encrypted metadata 146.
The encrypted metadata 146 includes the host data transac-
tion parameters such as the device 1D, the offset, the size, and
a current timestamp. The replication appliance 102(A) then
packages the encrypted host data 144 and the encrypted meta-
data 146 into a block-based write transaction 70 and transmits
the block-based write transaction 70 through the communi-
cations medium 24 to the remote facility 22(B) (also see FIG.
1).

The replication appliance 102(A) performs additional
operations such as locally journaling the block-based write
transaction 140 for possible local recovery, and sending an
acknowledgement back to the protection agent 120(A). In
turn, the protection agent 120(A) performs other operations
such as, upon receipt of the acknowledgement from the rep-
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lication appliance 102(A), sending a second block-based
write instruction to local storage within the local facility
22(A) to locally store the host data 142. Further details of the
operation outside the local facility 22(A) will now be pro-
vided with reference to FIGS. 4 and 5.

FIGS. 4 and 5 show different arrangements for storing and
possibly recovering the host data in which all machines oper-
ating at the remote facility 22(B) have been virtualized (i.e.,
the replication application 102(B), the remote key server
104(B), etc. run as virtual machines on a hypervisor). FIG. 4
shows an arrangement in which the remote facility 22(B)
provides access to recovered host data (i.e., the remote facility
22(B) is the recovery site) and the key manager containing all
of'the recovery keys resides at the remote facility 22(B). FIG.
5 shows an alternative arrangement in which the remote facil-
ity 22(B) does not normally hold the host data key 70, but
either obtains the host data key 70 only to recover host data or
sends the host data to another trusted site for recovery (e.g.,
back to the local facility 22(A) for operational recovery or to
another trusted site 22(C) for trusted cloud recovery).

With reference to FIG. 4, the remote facility 22(B) may
have a cloud configuration similar to that of the local facility
22(A) (FIG. 3). If the remote facility 22(B) does have such a
cloud configuration, it should be understood that there is
nevertheless physical hardware underlying the virtualization
environment (e.g., also see the remote facility 22(B) in FIG.
1). In the context of a cloud configuration, the remote facility
22(B) is provisioned similarly to that of the local facility
22(A) except that the remote facility 22(B) may be operated
by a different entity (e.g., a third-party cloud storage service).
Accordingly, the remote facility 22(B) may not be at the same
trust level and thus unsuitable for storage of certain types of
host data.

As shown in FIG. 4, the remote facility 22 (B) includes a
replication appliance 102(B) having a key client 130(B), a
remote key server 104(B), and a virtualization platform 110
(B) which is provisioned with underlying physical storage
160 (also see the data storage array 36(B) in FIG. 1). The
replication appliance 102(B) is capable of communicating
with the replication appliance 102(A) of the local facility
22(A) through the communications medium 24 (e.g., via the
WAN 28). Similarly, the remote key server 104(B) is capable
of communicating with the local key server 104(A) of the
local facility 22(A) through the communications medium 24
(e.g., out-of-band from the WAN 28 such as via TCP/IP
communications).

At this point, it should be understood that deployment of
the set of cryptographic keys 72 at the remote facility 22(B)
may be controlled by a user 170 (e.g., an administrator who
successfully authenticates with the remote facility 22(B)).
Along these lines, the remote key server 104(B), under con-
trol of the user 170, obtains a copy of the metadata key 76
from the local key server 104(A), e.g., via an external and
remote key manager 180, and provides the copy of the meta-
data key 76 to the key client 130(B) of the replication appli-
ance 102(B) for use in decrypting the encrypted metadata
146, and journaling and storing the encrypted host data 144
within the remote facility 22(B) (see the physical storage 160
in FIG. 4).

The remote key manager 180 may allocate just a small
amount of memory to store the set of keys 72, i.e., there is no
requirement for a huge cloud at the remote key manager 180.
Furthermore, the remote key manager 180 may be controlled
by a trusted third party, e.g., a third-party trusted key service
that manages keys on behalf of multiple customers. Such key
management solutions may be offered by the RSA Security
division of EMC Corporation.
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When the replication appliance 102(B) receives the block-
based write transaction 70 from the local facility 22(A)
through the communications medium 24, the replication
appliance 102(B) decrypts the encrypted metadata 146 using
the metadata key 76, but leaves the host data 144 in encrypted
form. After decrypting the metadata 146, the replication
appliance 102(B) stores the encrypted host data 144 based on
the device 1D, the offset, the size, and a current timestamp
(also see F1G. 2), and acknowledges completion of the block-
based write transaction 70 back to the local facility 22(A).
Accordingly, the host data 144 stored within the remote facil-
ity 22(B) is not an identical copy of the host data 142 stored
within the local facility 22(A). Rather, the host data 144
stored within the remote facility 22(B) is encrypted, while the
host data 142 stored within the local facility 22(A) is not
encrypted.

Additionally, the replication appliance 102(B) performs
journaling operates as well in order to enable roll-back to
earlier points in time. In some arrangements, the replication
appliance 102(B) re-encrypts some or all of the metadata 146
for extra security.

If'the local facility 22(A) requests any of the encrypted host
data 144, the replication appliance 102(B) is able to retrieve
that encrypted host data 144 from the storage 160 and send the
encrypted host data 144 back to the local facility 22(A).
Recall that the local facility 22(A) has the set of cryptographic
keys 72 thus enabling the local facility 22(A) to then decrypt
the encrypted host data 144 to recover the unencrypted host
data 142. Thus, the replication appliance 102(B) journals and
processes encrypted host data 144 rather than unencrypted
host data 142 which is journaled and processed by the repli-
cation appliance 102(A).

It should be understood that the production site operation is
capable of failing over to the remote facility 22(B) during
certain circumstances. During failover (and perhaps other
situations such as operational recovery at the remote facility
22(B)), the remote key server 104(B), under control of the
user 170, is capable of obtaining a copy of the host data key 74
from the local key server 104(A) and providing the copy of
the host data key 74 to the key client 130(B) of the replication
appliance 102(B) for use in decrypting the encrypted host
data 144 from the storage 160 in order to access the unen-
crypted host data 142 from the remote facility 22(B). The
VMs of the virtualization platform 110(B) then operate to
deliver access to the unencrypted host data 142 in the same
manner as that of the virtualization platform 110(A) (e.g., by
running host applications, etc.).

In some arrangements, the user 170 is required to periodi-
cally re-authenticate with the remote facility 22(B) (e.g., rou-
tinely provide a new password, a new one-time use passcode,
etc.) over the course of a recovery session in order to sustain
operation of the remote facility 22(B) as a data recovery site
since the remote facility 22(B) is less trusted than the local
facility 22(A). In these arrangements, the user 170 is able to
provide a user command which imposes the re-authentication
time period, i.e., amaximum amount of time that is allowed to
elapse before the user re-authenticates.

In some arrangements, the user 170 is able to issue a
lockout command to the remote facility 22(B) to immediately
delete one or more of the keys 72, 74, 76 from the remote
facility 22(B) and thus prevent subsequent host data access.
Additionally, the remote facility 22(B) can be configured to
automatically delete the host data key 76 when either user
authentication fails or access to the user 170 is stopped.
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With reference to FIG. 5, the remote facility 22(B) is con-
figured in a manner similar to that of FIG. 4. However, a
remote key server 104(C) resides in a separate trusted site
22(C).

During normal operation, the remote key server 104(C)
may provision the remote facility 22(B) with the metadata
key 76 to enable the replication appliance 102(B) to properly
access the metadata from the local facility 22(A) if the meta-
data is encrypted. However, the remote key server 104(C)
does not provide the remote facility 22(B) with the host data
key 74 thus maintaining privacy of the encrypted host data
144 at the remote facility 22(B).

To perform recovery using the encrypted host data 144, the
remote facility 22(B) may send the encrypted host data 144
back to the local facility 22(A) if the local facility 22(A) is
operational. Alternatively, the remote facility 22(B) may send
the encrypted host data 144 to a new production site, and the
remote key server 104(C) may send the keys to the new
production site for recovery at that the new production site. As
yet another alternative, the remote key server 104(C) may
send the host data key 74 to the remote facility 22(B) to
perform recovery at the remote facility 22(B).

Further Details

FIG. 6 shows a flowchart of a procedure 200 which is
performed by processing circuitry of the electronic environ-
ment 20. It should be understood that, in the cloud context, the
circuitry may be distributed among multiple computerized
devices or disposed in a single location.

In step 202, the circuitry of the electronic environment 20
receives an (I/O) request which includes unencrypted host
data. For example, in private cloud configuration, VMs 114
(A) running host applications may provide SCSI commands
to the protection agent 120(A) and the replication appliance
102(A) for processing (also see FIG. 3).

In step 204, the circuitry of the electronic environment 20
encrypts the host data to form encrypted data and sends a
block-based write transaction which includes the encrypted
data to a replication storage array to store the encrypted data
within the replication storage array (see the remote facilities
22(B) in FIGS. 1, 4 and 5). The replication storage array may
be operated by a third-party cloud storage service (also see
FIGS. 4 and 5).

In step 206, the circuitry of the electronic environment 20
stores the host data within the production storage array (see
the local facilities 22(A) in FIGS. 1, 4 and 5). Accordingly, the
unencrypted host data is stored at the production storage array
and the encrypted data is stored within the replication storage
array thus securing the host data.

FIG. 7 shows a procedure 300 which is performed to access
host data from cloud storage (also see FIG. 4). In step 302, the
user asks to access a point in time in the cloud. Such operation
may involve the user 170 logging into the remote facility
22(B) and identifying a particular point in time for the host
data (e.g., the current or most recent version, a prior version,
etc.).

In step 304, the user authenticates in order to obtain the
host data key 74 from the remote key manager 180 (FIG. 4).
Such authentication may involve standard single or multi-
factor authentication, adaptive authentication, and so on.

In step 306, the remote key manager 180 delivers the host
data key 74 to the remote facility 22(B) in response to suc-
cessful authentication. At this point, the remote facility 22(B)
is able to decrypt the encrypted host data from cloud storage.

In step 308, the user accesses the host data from the cloud
storage. That is, the appropriate host data is read and
decrypted. To roll-back to a prior point in time, the replication
appliance 102(B) accesses journaled data (also see the
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streams 90-96 in FIG. 2). Any new host data to be written to
the cloud storage is first encrypted using the host data key 74.

As illustrated by step 310, the user is required to periodi-
cally re-authenticate to maintain access to the host data from
the cloud. Such re-authentication may require the user to
periodically enter a passcode or other authentication factor.

As illustrated by step 312, if the user does not successfully
authenticate or if the user purposefully turns off access (e.g.,
logs off or directs access to stop), the host data key 74 is
automatically deleted from the cloud to prevent further access
to the host data.

FIG. 8 shows a procedure 400 which is performed to access
host data at a new location, i.e., a new production site. In step
402, the user configures the new location to recover host data
stored in the cloud to a particular point in time (e.g., the
current or most recent version, a prior version, etc.). Along
these lines, the user confirms that enough storage is available
at the new location to properly recover the host data.

In step 404, remote facility 22(B) rolls back the host data to
the point in time specified by the user. That is, the replication
appliance 102(B) accesses journaled data (also see the
streams 90-96 in FIG. 2) and applies data from the journal to
the replica volume so that the replica volume holds the
encrypted data at the required point in time.

In step 406, the remote key manager 180 delivers the host
data key 74 to the new location under direction of the user. At
this point, the new location is able to decrypt the encrypted
host data from cloud storage.

In step 408, the encrypted host data is read from the remote
facility 22(B) to the new location.

In step 410, the host data is decrypted at the new location
using the host data key 74.

In step 412, access to the production facility 22(A) is
restored.

As described above, improved techniques are directed to
encrypting host data before it leaves trusted systems to un-
trusted systems. Along these lines, a company which employs
a third-party cloud storage service may encrypt the host data
and send, in the form of block-based write transactions, only
encrypted data to the third-party cloud storage service.
Accordingly, only encrypted data leaves the company pre-
mises. Thus, the host data cannot be read by the third-party
cloud storage service. Additionally, the company does not
need to rely on the third-party cloud storage service for access
control (i.e., the company can decide who holds the crypto-
graphic keys). Furthermore, the company can avoid compli-
ance issues (e.g., personal information is not disclosed, there
are no disclosures made which pose national security issues,
etc.).

While various embodiments of the present disclosure have
been particularly shown and described, it will be understood
by those skilled in the art that various changes in form and
details may be made therein without departing from the spirit
and scope of the present disclosure as defined by the
appended claims.

For example, it should be understood that the crypto-
graphic keys 72, 74, 76 were described above in the general
sense (i.e., with the ability to encrypt as well as decrypt). In
some arrangements, separate encryption and decryption keys
are utilized for additional security. In these arrangements, the
host data key is provided to the production side equipment. A
different host data decryption key is provided only “as
needed” such as during recovery. Such management can be
controlled by a key management server operated by an entity
that is separate from a third-party cloud storage service that
operates the remote facility 22(B).
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Additionally, in some arrangements, one or more of the
cryptographic keys 72, 74, 76 are periodically rotated or
changed this preventing full host data recovery without all of
the keys. Again, such operation may be under the direction of
a key management server.

Furthermore, it should be understood that the replication
appliances 102(A), 102(B) were shown as being separate and
outside the virtualization platforms by way of example only.
In some arrangements, the replication appliances 102(A),
102(B) runas VMs (e.g., dedicated VMs). Such modifications
and enhancements are intended to belong to various embodi-
ments of the disclosure.

What is claimed is:

1. A method of securing data in cloud storage, the method
comprising:

receiving, by processing circuitry, a replicated input/output

(I/0) request which includes host data from a local host
computer,
encrypting, by the processing circuitry, the host data to
form encrypted data and sending a block-based write
transaction which includes the encrypted data to a
remote replication storage array to store the encrypted
data within the remote replication storage array; and

storing, by the processing circuitry in response to an origi-
nal input/output (I/O) request which includes the host
data, the host data in unencrypted form within a local
production storage array, the encrypted data being
stored within the remote replication storage array to
secure the unencrypted host data which is stored at the
local production storage array;

wherein the processing circuitry is (i) local to a production

logical unit (LU) of the production storage array and (ii)
remote from a replication LU of the replication storage
array;

wherein storing the host data within the production storage

array includes writing unencrypted host data from the
processing circuitry to the production LU of the produc-
tion storage array;
wherein encrypting the host data includes generating, by
the processing circuitry, encrypted host data which is
different from the unencrypted host data written to the
production LU of the production storage array; and

wherein sending the block-based write transaction
includes writing the encrypted host data to the replica-
tion LU of the replication storage array to simulta-
neously maintain (i) the encrypted host data at the rep-
lication LU of the replication storage array and (ii) the
unencrypted host data at the production LU of the pro-
duction storage array.

2. A method as in claim 1 wherein the processing circuitry
uses a host data key to form the encrypted data from the host
data; and wherein the method further comprises:

maintaining the host data key within a key manager local to

the production storage array.

3. A method as in claim 2, further comprising:

maintaining a copy of the host data key within a remote key

manager which is remote relative to the production stor-
age array.

4. A method as in claim 3 wherein maintaining the copy of
the host data key within the remote key manager includes:

disposing the remote key manager in a public cloud.

5. A method as in claim 1, further comprising:

receiving the encrypted data at the production storage array

from the replication storage array, and decrypting the
encrypted data at the production storage array to recover
the host data in unencrypted form.
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6. A method as in claim 1, further comprising:

receiving the encrypted data at a new trusted site which is
separate from the replication storage array, and decrypt-
ing the encrypted data at the new trusted site to recover
the host data in unencrypted form.

7. A method as in claim 1, further comprising:

receiving a copy of a host data key at the replication storage

array, and decrypting the encrypted data at the replica-
tion storage array using the copy of the host data key to
recover the host data in unencrypted form.

8. A method as in claim 7 wherein receiving the copy of the
host data key at the replication storage array includes:

obtaining the copy of the host data key from a key manager

local to the production storage array.

9. A method as in claim 7 wherein receiving the copy of the
host data key at the replication storage array includes:

obtaining the copy of the host data key from a trusted key

manager which is remote relative to the production stor-
age array.

10. A method as in claim 7, further comprising:

successfully authenticating a user, the copy of the host data

key being received at the replication storage array in
response to successtul authentication of the user.

11. A method as in claim 7, further comprising:

successfully re-authenticating a user, decryption of the

encrypted data at the replication storage array using the
copy of the host data key occurring in response to suc-
cessful re-authentication of the user.

12. A method as in claim 11, further comprising:

automatically deleting the copy of the host data key from

the replication storage array in response to unsuccessful
authentication of the user.

13. A method as in claim 11, further comprising:

automatically deleting the copy of the host data key from

the replication storage array in response to stopped
access from the user.

14. A method as in claim 11, further comprising:

receiving a user command which imposes a re-authentica-

tion time period on the user, the re-authentication time
period indicating a maximum amount of time that is
allowed to elapse before the user re-authenticates.

15. A method as in claim 11, further comprising:

receiving a lockout command from the user, and

deleting the copy of the host data key from the replication

storage array in response to the lockout command.

16. A method as in claim 1, further comprising:

encrypting metadata of the I/O request to form encrypted

metadata, the encrypted metadata being included within
the block-based write transaction which is sent to the
replication storage array; and

storing the metadata in a journal log within the production

storage array.

17. A method as in claim 16 wherein the processing cir-
cuitry uses a metadata key to form the encrypted metadata
from the metadata, the metadata key being different than the
host data key; and wherein the method further comprises:

maintaining a secure copy of the metadata key in the rep-

lication storage array.

18. A method as in claim 1, further comprising:

replacing a host data key used by the processing circuitry to

encrypt the host data with another host data key to rap-
idly shift keys which are used to secure host data pro-
vided by the local host computer.

19. A computer program product having a non-transitory
computer readable medium which stores a set of instructions
to secure data in cloud storage, the set of instructions, when
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carried out by computerized circuitry, causing the computer-
ized circuitry to perform a method of:

receiving a replicated input/output (I/O) request which
includes host data from a local host computer;

encrypting the host data to form encrypted data and send-
ing a block-based transaction which includes the
encrypted data to a remote replication storage array to
store the encrypted data within the remote replication
storage array; and

storing, in response to an original input/output (1/O)
request which includes the host data, the host data in
unencrypted form within a local production storage
array, the encrypted data being stored within the remote
replication storage array to secure the unencrypted host
data which is stored at the local production storage
array;

wherein the computerized circuitry is (i) local to a produc-
tion logical unit (LU) of the production storage array and
(i1) remote from a replication LU of the replication stor-
age array;

wherein storing the host data within the production storage
array includes writing unencrypted host data from the
computerized circuitry to the production LU of the pro-
duction storage array;

wherein encrypting the host data includes generating, by
the computerized circuitry, encrypted host data which is
different from the unencrypted host data written to the
production LU of the production storage array;

wherein sending the block-based write transaction
includes writing the encrypted host data to the replica-
tion LU of the replication storage array to simulta-
neously maintain (i) the encrypted host data at the rep-
lication LU of the replication storage array and (ii) the
unencrypted host data at the production LU of the pro-
duction storage array.

20. Electronic circuitry, comprising:

memory; and

processing circuitry coupled to the memory, the memory
storing instructions which, when carried out by the pro-
cessing circuitry, cause the processing circuitry to:

receive a replicated input/output (I/O) request which
includes host data from a local host computer,

encrypt the host data to form encrypted data and send a
block-based transaction which includes the encrypted
data to a remote replication storage array to store the
encrypted data within the remote replication storage
array, and

store, in response to an original input/output (I/O) request
which includes the host data, the host data in unen-
crypted form within the local production storage array,
the encrypted data being stored within the remote repli-
cation storage array to secure the unencrypted host data
which is stored at the local production storage array;

wherein the processing circuitry is (i) local to a production
logical unit (LU) of the production storage array and (ii)
remote from a replication LU of the replication storage
array;

wherein the host data is stored within the production stor-
age array by, at least in part, writing unencrypted host
data from the processing circuitry to the production LU
of the production storage array;

wherein the host data is encrypted, at least in part, by
generating, by the processing circuitry, encrypted host
data which is different from the unencrypted host data
written to the production LU of the production storage
array;
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wherein the block-based write transaction is sent, at leastin
part, by writing the encrypted host data to the replication
LU of the replication storage array to simultaneously
maintain (i) the encrypted host data at the replication LU
of' the replication storage array and (ii) the unencrypted
host data at the production LU of the production storage
array.

21. The method of claim 1, further comprising:

wherein the input/output (I/O) request received by the pro-
cessing circuitry comprises a write command issued by
the local host computer, wherein the local host computer
is located in a local facility, and wherein the local pro-
duction storage array is also located in the local facility;

wherein the write command issued by the local host com-
puter in the local facility is intended for a logical unit
within the production storage array;

wherein the storing of the host data within the production
storage array is performed in response to the write com-
mand issued by the host computer in the local facility,
and includes storing the host data, without encryption,
into the intended logical unit within the production stor-
age array; and
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wherein the storing of the host data, without encryption,
into the intended logical unit within the production stor-
age array is performed in response to receiving an
acknowledgement that the encrypted data has been
stored within a logical unit in the replication storage
array, and such that none of the host data is allowed to
leave the local facility without being encrypted.

22. The method of claim 17, further comprising:

wherein the metadata within the block-based write trans-
action includes an address of a location within a logical
unit in the replication storage array;

receiving the block-based write transaction at the replica-
tion storage array;

using the metadata key to decrypt the metadata in the
block-based write transaction; and

storing the encrypted data from the block-based write
transaction into the logical unit in the replication storage
array, beginning at the location indicated by the address
included the metadata within the block-based write
transaction.



